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The kinematic properties of tt events are studied in the W + multijet channel using

data collected with the CDF detector during the 1992-1995 runs at the Tevatron Collider

corresponding to an integrated luminosity of 109 pb�1. Distributions of a variety of kine-

matic variables chosen to be sensitive to di�erent aspects of tt production are compared

with those expected from Monte Carlo calculations. A sample of 34 events rich in tt pairs

is obtained by requiring at least one jet identi�ed by the silicon vertex detector (SVX) as

having a displaced vertex consistent with the decay of a b hadron. The data are found to

be in good agreement with predictions of the leading order tt matrix element with color

coherent parton shower evolution.

PACS numbers: 14.65.Ha, 13.85.Ni, 13.85.Qk

I. INTRODUCTION

The discovery of the top quark was reported in 1995 by both CDF [1] and D0 [2]. The technique used

in Ref. [1] is an extension of the method presented in the �rst direct evidence for the top quark [3]. At

a center of mass energy
p
s = 1:8 TeV top is predominantly produced in tt pairs which decay almost all of

the time into W+ b W� b. The most sensitive measure of tt production in the CDF detector was found to

be the number of events with at least one jet tagged by the silicon vertex detector (SVX) [4] as a b-quark

jet candidate (b-jet) in events which have one W that decays leptonically plus three or more jets [5]. The
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b-jets are tagged by identifying displaced secondary vertices from the decay of long-lived b hadrons. Ref. [1]

reported 27 SVX b-tagged jets compared to 6.7 � 2.1 expected from background in the W + � 3 jet sample

from 67 pb�1 of integrated luminosity. In addition to b-tagging, studies of speci�c kinematic variables in the

W + � 3 jet events found strong evidence of tt production [6; 7]. Both tagging and kinematic techniques

were useful in establishing the existence of tt production.

Having established the existence of the top quark, it is important to determine whether the production

and decay mechanisms are correctly described by the standard model. Di�erences between predictions and

the observed kinematic features could arise if higher order e�ects are important or if non-standard model

contributions are present. Candidates for non-standard model production that would a�ect the purity of

top events and thus the spectra of the �nal-state jets or leptons include resonant states that decay to tt [8]

producing peaks in the tt invariant mass distribution or supersymmetric top squarks [9] that give rise to

top-like �nal states. The validity of the standard model predictions for the production and decay of top

are an important consideration for precision measurements of intrinsic properties such as the top quark

mass [3; 10; 11]. In this paper, the standard model predictions are tested by comparing the calculations

of kinematic properties using QCD Monte Carlo event generators with their measured counterparts in the

data [12; 13]. The data was collected during the 1992-1995 runs representing a total integrated luminosity

of 109 � 7 pb�1. The 34 W + � 3 jet events with at least one b-tagged jet [5] provide a data sample which

has a large, well determined tt fraction with very little kinematic bias due to the tagging.

Sections II through V of the paper describe the data sets, review the available Monte Carlo generators for

both standard model tt production and the QCD W+jets background, and de�ne the selection of kinematic

variables used to compare Monte Carlo predictions and data. In Section VI, the sensitivity of predictions

for the kinematic properties of the tt events to the modeling of QCD radiation, the mass of the top quark,

and detector e�ects is studied. Section VII compares the data to Monte Carlo predictions using the �rst

moments of the kinematic distributions for a diverse selection of variables. Section VIII presents a more

detailed comparison of kinematic distributions using both di�erential and integral plots including statistical

tests of the comparisons. The conclusions are summarized in Section IX.
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II. DATA SETS

The data sets were chosen to include events with tt pairs which decay into W+ b W� b with one W

decaying into e� or �� and other W decaying into quarks [1]. The jets are reconstructed with a �xed cone

algorithm [14] using a cone size R =
p
��2 +��2 = 0.4 (where �� is the cone half-width in azimuth and

�� is the cone half-width in pseudorapidity) [15]. The jets are ordered in observed transverse energy ET =

E sin(�) where E is the scalar sum of the calorimeter energy inside the jet cone and � is the polar angle of

the jet direction. ET(2) refers to the transverse energy of the second highest jet, and so forth.

For this analysis, two data samples were used, one with a modest fraction of tt events and one that is an

enriched subset. Table I gives the names and characteristics for the two data sets along with the number

of events and background fractions. The �rst data set (Standard 3-jet) is composed of events with the W

signature of an isolated charged lepton (electron or muon) with PT > 20 GeV/c in the central region of the

detector (j � j< 1:0) and missing transverse energy ( 6ET) greater than 20 GeV [15]. The lepton isolation I

is de�ned as the extra transverse energy in a cone of R = 0.4 centered on the lepton divided by the lepton

PT. A charged lepton is considered isolated if I < 0:1. In addition at least three jets are required to have

observed calorimeter ET > 15 GeV and j � j < 2.0 ; any additional jets used in the analysis are required

to have observed ET > 8 GeV and j � j < 2.4 . Events with identi�ed dileptons are removed. In addition

events with e+e� or �+�� pairs that satisfy less stringent lepton identi�cation requirements but that have

an invariant mass between 75 and 105 GeV/c2 are treated as Z ! l+l� decays and removed. Events with an

electron consistent with being from a photon conversion are also removed. The data sample ful�lling these

requirements consists of 322 events and is dominated by non-tt events.

The second data set (SVX b-tagged) satis�es the same requirements and additionally one of the jets must

be tagged as a b-jet candidate using the SVX detector. Decays of long-lived b states can be identi�ed by the

presence of a secondary vertex that is displaced from the primary vertex. A displaced vertex requires three or

more tracks satisfying loose track requirements, or two tracks with stringent track and vertex requirements.

This data set consists of 34 events and is enriched in top.



8

III. MODELS OF tt PRODUCTION AND DECAY

The predicted properties of tt events are calculated using Monte Carlo generators corrected for the e�ects

of the CDF detector response and reconstruction algorithms [16] using a detailed simulation. The same cuts

that are used for the data are applied to the Monte Carlo samples. Unless otherwise stated, the top mass is

set to 175 GeV=c2 consistent with the measurements by CDF [10] and D0 [11].

The available event generators start with the leading order matrix element and use QCD parton showers to

simulate higher orders. Hard Next-to-Leading-Order corrections to the tree-level matrix elements have been

shown not to a�ect the shape of the inclusive top quark distributions [17]. Parton fragmentation is a two

step process: the parton shower (gluon radiation) with a cuto� followed by non-perturbative hadronization.

Finally a soft underlying event is added. The main di�erence between generators for this study is the

modeling of the gluon radiation associated with the parton evolution.

Before examining the data, three di�erent tt Monte Carlo programs are compared. These are HER-

WIG [18] version 5.6, PYTHIA [19] version 5.7 and ISAJET [20] version 7.06. With all three programs

the MRSD00 structure functions were used. In HERWIG the hard scattering is followed by color coherent

parton shower evolution, cluster hadronization, and an underlying event model based on data collected by

the UA5 collaboration in pp collisions at
p
s = 200 � 900 GeV [21]. PYTHIA provides color coherent

shower evolution, string hadronization, and an underlying event model based on multiple parton scattering.

ISAJET provides incoherent shower evolution, independent fragmentation of the outgoing partons, and an

underlying event model based on the AGK cutting rules [22]. For this study only the shapes of distributions

are utilized; no use is made of the absolute normalization.

The predictive ability of these Monte Carlo generators has been studied on larger samples of QCD multijet

events at the Fermilab Tevatron collider. The suppression of soft gluon radiation in certain regions of phase

space due to color coherence in parton showers has been observed by studying soft jets in hard multijet

events [23]. HERWIG and PYTHIA which both implement color coherence in parton showers are expected

to reproduce the data better than ISAJET which does not.
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IV. BACKGROUNDS

The Standard 3-jet sample is dominated by backgrounds which can be divided into three categories: events

from the QCD production of a W or Z plus jets (QCD W=Z + jets), events that contain no real W or Z

(non-W=Z), and events from processes such as WW or single top production (Miscellany). The kinematic

properties of the �rst category are simulated, but the rate is determined from the data. The non-W=Z events

have a much smaller rate that is also determined from the data. The Miscellany category has a still smaller

rate which is determined by Monte Carlo calculation of the individual contributions.

The kinematic characteristics of the QCD W=Z + jets background are modeled with VECBOS [24], a

leading order Monte Carlo program which describes the direct production of a W recoiling against quarks

and gluons. Parton shower evolution and hadronization are implemented using the models contained in

HERWIG [18]. For the present study, VECBOS calculations used the MRSD00 structure functions and

two factorization and renormalization scales which represent reasonable extremes: Q2 = < PT >2, where

PT is the transverse momentum of the partons recoiling against the W , and Q2 = M2
W
. The former

produces a softer jet PT spectrum than the latter. The background distributions are generated by mixing

equal luminosity samples of VECBOS Monte Carlo events with the two di�erent Q2 scales. Di�erences

between the two background samples represent a measure of the sensitivity to the Q2 scales. Divergences

are avoided by restricting the phase space of the partons to PT > 8 GeV/c, j � j < 2.5, and separation �R

=
p
��2 +��2 > 0:4. These cuts were chosen to accept partons that might fragment into a jet satisfying

the requirements of this analysis. The kinematically similar Z + jets background where one charged lepton

from the decay Z ! l+l� is not identi�ed makes up about 7% of this category. QCD W=Z + jets accounts

for about 85% of the total background in the Standard 3-jet sample. A more detailed study of the modeling

of QCD W + jets data by VECBOS, including lower jet multiplicities, can be found in Reference [25].

In order to predict SVX tagging rate for the QCD W=Z + jets events, it is necessary to know the heavy

avor content of the jets. This was calculated with the procedure detailed in Reference [3], using both exact

matrix element calculations [24; 26] and HERWIG results for the production of heavy quarks inside jets.

For the Standard 3-jet sample, the fraction of the QCD W=Z + jets background that contains Wbb, Wcc,
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or Wc is determined to be about 15%. Studies of the Monte Carlo events generated with VECBOS forced

to use only diagrams that contribute to heavy avor production indicate that they are kinematically similar

to the normal mix of events generated by VECBOS.

The next largest background is the non-W=Z, which is due to fake leptons or QCD production of bb where

the electron or muon comes from the decay of one of the b hadrons. The non-W/Z rate is measured by

studying the data as a function of lepton isolation I and 6ET. It corresponds to about 10% of the total

background in the Standard 3-jet data set. In these events the PT spectra of the jets are slightly harder

than in events generated by VECBOS while the charged lepton PT and missing transverse energy spectra

are both softer. The remaining 5% is Miscellany consisting of events with a WW , WZ, or ZZ; events with

Z ! �+��; and single-top production.

After accounting for the non-W=Z and Miscellany backgrounds, the numbers of QCD W=Z + jet events

and tt events are readily determined from the predicted SVX tagging rate for each and the number of events

in the two data sets. The fraction of tt in the 322 event Standard 3-jet data set is determined to be 20� 4%.

For the 34 SVX b-tagged events, the tt fraction is 75�5%. In this data set, the QCD W=Z + jets account

for only about 65% of the background. Because the mistag rate for light avor is low, most of the tagged

QCD W=Z + jets background contains heavy avor. The non-W=Z component of the background increases

to about 20% due to its large bb content and the remaining Miscellany now makes up 15% of the background.

Figure 1 graphically summarizes the tt content and the background composition of both data sets.

When comparing the kinematic properties of tt candidate events in the data to theoretical predictions, the

studies presented here model all background components with events generated by the VECBOS W + jets

Monte Carlo program. In previous studies, the background distributions for some kinematic variables were

successfully simulated using this approximation [6; 7; 10]. Agreement with the data depends both on the

ability of VECBOS to correctly calculate the W=Z + jets process and on the size of the other background

components being small and/or not too di�erent kinematically from W=Z + jets. In Section VII it is shown

that the e�ects of simulating the non-W=Z events (the majority of the other backgrounds) with VECBOS

are small{particularly for the SVX b-tagged sample.
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Figure 1 puts into perspective the modeling of the background. To the extent that VECBOS models all

the background in the Standard 3-jet sample, it should satisfactorily model the smaller fractions of the total

number of events that are non-W=Z and Miscellany in the statistically less discriminating SVX b-tagged

sample. The comparisons that follow between data and Monte Carlo predictions for the SVX b-tagged

sample should test the tt generators.

V. KINEMATIC VARIABLES

In this section the kinematic variables used in this study are described. These variables are functions

of the momenta and energies of the leptons and jets in the event. The charged leptons are well measured

[3] compared to the jets. A jet's energy and momentum are determined from the scalar and vector sums,

respectively, of the calorimeter tower energies inside a cone of R =
p
��2 +��2 = 0.4 centered on the jet

direction. A rapidity and energy-dependent correction factor is applied which accounts for the calorimeter

nonlinearity and the reduced detector response at detector boundaries [14]. A correction is made for the

energy which is radiated out of the jet reconstruction cone [27]. Finally, subtractions to the jet energy

are made for the underlying event and any other interactions observed in the same beam crossing. The

transverse momentum of the neutrino expected from the W ! l� decay is set equal to the missing transverse

energy in the event. The longitudinal momentum of the neutrino is determined by constraining the neutrino

and charged lepton to the mass of the W which usually leads to two real solutions. The solution with the

smallest value of j PZ j is the most probable for tt events and is used for those variables that require PZ of

the neutrino.

It is useful to divide the kinematic variables into two classes: those that depend primarily on the energy

in the event and those that are more a function of the angles between the leptons and jets. The energy

variables are more sensitive to the top quark mass and have the property that the mean value of the variable

is usually greater for the tt signal than for the QCD W=Z + jets background. Table II lists the primary

energy variables with a short description. Most use only the transverse components of the momentum

because the transverse components discriminate better between the tt signal and the QCD background than



12

the longitudinal components. The variable Mass(W+4 jets) which does use longitudinal momentum is also

of interest because it is approximately the mass of the tt system. Any sum over jets is limited to the �ve

highest ET jets.

Table III lists the primary angular variables with a short description. Polar angle variables can separate

signal from background since top quarks and their decay products are produced more centrally. Distributions

depending on � have a similar ability to discriminate because tt events are more circular than the background.

Aplanarity is a useful combination of the angular variables (�, �).

VI. STUDIES OF THE MONTE CARLO GENERATORS

In the remainder of this paper, the distributions of the kinematic variables are compared among di�erent

tt generators, QCD background, and the data. Before comparing with the data, the characteristics of the

generators are studied using Monte Carlo samples which have been run through the CDF detector simulation

and the leptons and jets are reconstructed using the same algorithms as the data. The tt programs are

compared for consistency over a large selection of variables. Particular note is made of the e�ects of gluon

radiation. The variables are examined for their sensitivity to top mass, ability to discriminate between tt

and the QCD background, and sensitivity to any tagging bias.

A. General Features using Moments

To simplify the presentation of the results, we characterize the kinematic distributions by their �rst two

moments.

1. The First Two Moments

Figure 2 shows the predicted means of four variables for the Standard 3-jet data set versus the value of the

top mass used in the Monte Carlo programs. The points indicate the means for both HERWIG and PYTHIA;

linear �ts to the means as a function of top mass are shown for all three generators. These plots show good
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consistency between the tt generators; the variables with larger slopes in general are more sensitive to the

mass of the top quark.

The hatched horizontal bands on the plots show the VECBOS prediction for each variable. As expected,

the kinematic distributions obtained using this QCD W + 3 jet program are insensitive to the top quark

mass. The widths of the VECBOS bands show the variation due to two quite di�erent Q2 scales: < PT >2

and M2
W
; they provide an estimate of the uncertainty in the VECBOS predictions.

The results from linear �ts to the �rst two moments, the means and rms's, for a more extensive selection

of variables evaluated at a top mass of 175 GeV/c2 are summarized in Table IV and Table V for all three tt

generators.

Table VI compares the predicted means from HERWIG for the Standard 3-jet and SVX b-tagged samples.

The comparison shows very little bias due to b-tagging in tt events. For the SVX b-tagged sample, the

means of the jet PT variables are slightly higher and the events are slightly more central, primarily due to

the limited � coverage available for b-tagging.

In Figure 3, we plot (Mean(tt)-Mean(QCD bkg.))/rms(QCD bkg.) which constitutes a measure of how

e�cient a variable is at di�erentiating tt events from the QCD background. Variables with large values

of this quantity di�erentiate better than variables with small values. PT(3) and H both discriminate well,

Aplanarity more modestly, and PT(electron) poorly.

Figure 4 puts into perspective the precision of measurements made from the data relative to the features of

the moments plots shown in Fig. 2. The bands show the Monte Carlo predictions for the mean as a function

of the top mass for the expected mixture of tt and QCD background. The widths of these bands represent

the uncertainty in the top fraction for each sample. The points are the data.

2. Top Mass Sensitivity of the Variables.

An important aspect of each variable is its sensitivity to the mass of the top quark. Mass sensitivity is

a source of systematic uncertainty when comparing data with Monte Carlo predictions (see Section VII).

Mass sensitivity also provides guidance as to which variables might be suitable for an alternative top mass
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measurement and which variables might be able to kinematically separate tt events from the QCD background

with less biasing of a mass measurement.

For any variable a likelihood �t of the data to the predicted distribution parameterized as a function of the

top quark mass would yield a measurement of this mass. If the distribution of the variable were Gaussian and

there were no background, the statistical uncertainty in the �tted top mass would be the (rms/slope)/
p
N

where slope is the variation of the mean as a function of generator top mass and N is the number of data

events. Variables that are sensitive to the top quark mass have a small value of the quantity \rms/slope".

Because the distributions are not Gaussian and in general have large tails, the rms overestimates the e�ective

widths that determine the mass resolution. Backgrounds will also a�ect variables di�erently. Therefore the

quantity \rms/slope" is only a rough guide to the mass sensitivity of a variable.

Table VII gives the \rms/slope" for a selection of energy variables. Variables that depend only on the

lepton and neutrino from the decay of the W have only a small dependence on the mass of the top quark.

The jet PT distributions are more sensitive to the top mass with the sensitivity increasing for higher PT jets.

The variables with the greatest sensitivity to mass of the top quark are H and Mass(W + 4 jets). Variables

that are more sensitive to angles or the shape of an event such as aplanarity have little sensitivity to top

mass and are not listed in the table.

Events with 4 or more jets can be �t to a tt ! WbWb hypothesis to provide a sample that is more

sensitive to top mass than any of the simple kinematic variables in this analysis [3; 10]. It is estimated

that the reconstructed mass from �ts to the tt hypothesis gives a measurement of the top mass that has a

statistical uncertainty 10% to 20% smaller than a measurement using the H variable.

B. The Full Distributions

The full distributions are useful in detailing di�erences between the tt Monte Carlo programs. Kinematic

distributions for the SVX b-tagged sample corrected for detector e�ects were generated using the three

tt programs with a top mass of 175 GeV/c2. Because parton shower e�ects are expected to be a major

contributor to generator di�erences, the PYTHIA program was also run with �nal state radiation (FSR)
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and/or initial state radiation (ISR) turned o�. Understanding the pattern of gluon radiation is an important

theoretical goal that has an impact on the understanding of tt production and the accurate determination

of the top mass [28].

1. Statistical tests

The sample sizes for this comparison were 5522 events for HERWIG, 4044 events for PYTHIA, 1855 events

for ISAJET, 3759 events for PYTHIA with no ISR, and 4244 events for PYTHIA with no FSR. Note that

5000 tt events with an SVX b-tagged jet correspond to an integrated luminosity of about 20 fb�1.

The di�erent gluon radiation models represented by these samples were compared by performing

Kolmogorov-Smirnov (KS) tests on the distributions relative to the ones predicted by regular PYTHIA.

The KS probabilities are calculated using the maximum di�erence between properly normalized integrals of

the two distributions and are designed to give a uniform probability between 0 and 1 if the two distributions

come from the same parent distribution. For simplicity the events in this study are binned, which means that

the di�erence between the two integrals are checked only at bin boundaries. Since, in general, the maximum

deviation will not occur at a bin boundary, the probability that is returned will always be an upper limit

for the unbinned KS probability. For the binning and sample sizes in this paper, the average KS probability

will range from 0.60 to 0.65 if the two distributions have the same parent; likewise, about 6% of the time

the KS test will return a probability of less than 0.10 and about 0.4% of the time a probability less than

0.01. Table VIII summarizes the probabilities from the binned KS tests between PYTHIA and the other

generators for a diverse selection of 15 variables.

The KS tests comparing HERWIG and PYTHIA indicate that they are di�cult to distinguish given the

statistical power of the Monte Carlo samples. The average KS probability for the ensemble of 15 variables

is 0.49 which is lower than the expected average of 0.62 by about 1.3 standard deviations after taking into

account the correlations between the variables.

The di�erences between PYTHIA and ISAJET are too large to be explained by correlations or uctuations.

For the same set of 15 variables the average probability is 0.23 compared to the expected average of 0.62. In
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addition there are seven variables with probability less than 0.10 compared to the expected number of one.

However, the di�erences are not large enough to be seen easily in the data.

Turning o� ISR a�ects variables that depend on the longitudinal components of the momenta or the PT

of the lower energy jets. The average probability for KS tests between PYTHIA and PYTHIA with no ISR

is 0.23 and there are 8 variables with probability less than 0.10 and 4 with probability less than 0.01. The

agreement is poor.

Turning o� FSR has the largest e�ect on the probabilities. The lack of harder gluon radiation a�ects jet-jet

separation. The lack of softer radiation increases the fraction of jet energy deposited in a cone of 0.4 thereby

increasing the jet PT which has been corrected assuming a less collimated jet. The average probability is

0.10 and ten variables have probability less than 0.01

These comparisons using the KS test indicate that for some variables the Monte Carlo distributions are

sensitive to gluon radiation modeling. They are also consistent with the expectation that ISAJET, which

does not implement color coherence, is more di�erent from HERWIG and PYTHIA than they are from one

another.

2. Variables with Sensitivity to Gluon Radiation

Three types of variables were found that have some sensitivity to gluon radiation while having limited

dependence on the mass of the top quark and the jet energy scale. One type depends on the amount of energy

that goes into extra jets, another on the separation of jets, and the last on the widths of jets. Comparisons

with the data puts into perspective the signi�cance of any di�erences.

An example of the �rst type of variable is the fraction of events with a 5th jet. If there is no gluon

radiation, there will be at most four jets in an event (except for the very few cases where the jet clustering

algorithm divides one jet into two jets). The 34 event SVX b-tagged sample has 11 events containing a 5th

jet with ET > 8 GeV and j � j < 2.4 . Table IX shows the predicted fractions of such events for tt alone and

for the expected mixture of tt and QCD background. The last column of the table converts the fractions to

events.
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The tt events with at least 5 jets have roughly equal contributions from ISR and FSR; for the extreme

case of no ISR and no FSR, the last row of the table shows a negligible number of events. The presence of

additional pp interactions in an event can contribute additional energy to jets that is not modeled by Monte

Carlo. Reasonable variations on the correction applied to jets for this e�ect cause one jet to fall below the

ET threshold reducing the number of 5 jet events from 11 to 10. This gives an estimate of the systematic

uncertainty due to this e�ect. The data are in good in agreement with predictions for the expected mixture

of QCD background and HERWIG, PYTHIA, or ISAJET. The probability that the number of data events

is compatible with the prediction for PYTHIA with no ISR and no FSR is less than 10�5, but there are not

yet enough data to fully explore interesting levels of gluon radiation.

The other two types of variables are only sensitive to FSR. An example of the second type is the minimum

separation in �R among pairs of jets (because gluon radiation results in more jets with smaller separation).

Figure 5 shows the distributions for this variable. The top plot shows PYTHIA compared with HERWIG

and ISAJET. The middle plot shows the e�ects of turning o� FSR and ISR in PYTHIA. And the lower plot

shows the expected mixture of tt and QCD background compared with the QCD background only and the

34 SVX b-tagged events. The mean of the data is less than one standard deviation from both the Monte

Carlo prediction using regular PYTHIA or HERWIG and the prediction using PYTHIA with no FSR. Some

other variables of this type, such as the minimum di-jet mass, are a little more sensitive to FSR than the

minimum jet-jet separation, but they are also more sensitive to the top mass and jet energy scale. More

data would sharpen the comparison.

The third type of variable depends on the widths of the jets. A simple measure of the jet width is the

ratio of transverse energy in a cone of 0.4 to the transverse energy in a cone of 0.7. Gluon radiation results

in a smaller fraction of energy in a cone of 0.4. Because both the ratio and the correction to the ratio for

the underlying event and multiple interactions are functions of jet energy, it is useful to consider separately

the jets in di�erent energy intervals. Figure 6 shows this ratio for jets with an observed ET between 30 GeV

and 60 GeV which is the most sensitive range. As expected, PYTHIA with no FSR is markedly narrower

and has a higher mean than either regular PYTHIA or HERWIG. The data are slightly broader and lower
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in mean than regular PYTHIA or HERWIG, but still less than two standard deviations from the extreme

case of no FSR. The distribution of same ratio for jets in the observed ET range between 15 GeV and 30

GeV agrees better with the no FSR prediction, but has fewer entries, larger systematic uncertainties, and is

consistent with all predictions.

No variables were found with comparable sensitivity to initial state gluon radiation although some variables

with a polar angle dependence do have a small sensitivity.

C. Generator Study Conclusions

Since di�erences between HERWIG and PYTHIA are not readily observable using the statistical power

of several thousand events, HERWIG is arbitrarily chosen as the default tt Monte Carlo program. ISAJET

samples with slightly less statistical power showed de�nite di�erences that appear associated with the parton

shower implementation. PYTHIA with no FSR or no ISR showed di�erences with regular PYTHIA which

occurred for speci�c classes of variables that are sensitive to gluon radiation. However, the size of the data

sample is not large enough to set useful limits on gluon radiation.

VII. COMPARISON OF MEANS

To facilitate the graphical comparisons of many variables, their means are plotted in the following set of

�gures. Figure 7 exhibits the features of these �gures for a single variable. The left end of the line represents

the mean of the variable for QCD background events and the right end of the line the mean for tt events.

The data, represented by the solid circle, is plotted at a position along the line proportional to the value of

its mean relative to the means for the QCD background and tt production. A vertical shaded band indicates

the expected position of the data mean based on the measured fraction of top events from b-tagging and

background studies. The expectation is that the circles representing the data will fall near the shaded band.

If the data is more background-like then the circles will be left of the band, more top-like and the circles will

be to the right of the band.
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The means for the 322 event Standard 3-jet sample are displayed in Figure 8. The vertical shaded band

centered on 20% shows the expected top fraction and its uncertainty. Since this sample is mostly background,

it is more a check that VECBOS is a good predictor of the QCD background than that HERWIG is a good

predictor of tt kinematics. The lengths of the arrows on the plot represent the statistical uncertainty in

the data and are a measure of how well each variable discriminates between the QCD background and tt

production. Variables with shorter arrows have more discriminating power. The variable with the best

discriminating power is PT(3) + PT(4) followed by
P

PT(jet). The data are presented in tabular form in

Table X. No signi�cant deviations from the predicted means are observed.

The means for the 34 event b-tagged sample are shown in Figure 9. The vertical shaded band centered

at 75% top represents the estimated top fraction in these events. Since this data sample is mostly tt, it is

more sensitive to the predictive power of HERWIG than of VECBOS. For the SVX b-tagged sample the

variable with the best discriminating power between the QCD background and tt production is PT(3) +

PT(4) followed by H. The data are presented in tabular form in Table XI.

The primary purpose of these plots is to show the consistency of the data with the Monte Carlo predictions

constrained by the measured tt fraction and the previously measured top mass of 175 GeV/c2. One caveat

concerning these plots is that there are signi�cant correlations between many of the variables. For example,

in events where the t and t are produced at high PT, the average values of all of the energy variables will

in general be larger. Because the variables are correlated, they cannot be simply combined to yield a more

sensitive comparison of the observed and predicted means.

A. Systematic Uncertainties

The main systematic uncertainties are discussed in this section. Two important items, the mass of the

top quark and the shapes of the QCD background spectrum, were discussed in Section VI. The other major

source of uncertainty, the jet energy scale [10], is examined below. Other less important contributors to

the systematic uncertainty in the Monte Carlo predictions include the parton distribution functions and

the b-tagging bias. The e�ect of the principal systematic uncertainties on the means of the Monte Carlo
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distributions are summarized in Tables XII, XIII for the regular set of variables.

One measure of the uncertainty in the VECBOS distributions is the di�erence in predictions for two

reasonably extreme Q2 scales: < PT >2 and M2
W
. The shifts in the means correspond to the widths of the

cross-hatched VECBOS bands in Figure 2. The half-widths of these bands are listed as VECBOS systematic

uncertainties in Tables XII, XIII.

The systematic uncertainty due to a 4.8 GeV/c2 shift in the top quark mass is included in Tables XII, XIII.

This corresponds to the statistical uncertainty in the CDF measurement of the top mass in the lepton plus

jets channel [10]. No contribution due to the systematic uncertainty in this measurement is included since

it is dominated by jet energy scale e�ects which are considered separately (see below). Reductions to the

uncertainty in the top quark mass from the inclusion of results from other channels and other experiments

make this systematic error an upper limit.

The jet energy scale systematic a�ects the predictions for both QCD background and tt. It is a measure

of how well the fully reconstructed jet energy provided by the Monte Carlo and detector simulation models

that for the data. The following four quantities contribute to this di�erence: the stability of the calorimeter

gain (about 1%); the modeling of the variation in the relative response of the detector as a function of �

(varies from 0.2% and 4.0%); the measured absolute energy response of the central calorimeter (about 3%);

and the Monte Carlo modeling of the fraction of the energy in a jet that is deposited in the clustering cone

of 0.4 (1% to 6%). These four quantities are added in quadrature and the resulting uncertainty is used to

shift the energy in the clustering cone on a jet-by-jet basis for large Monte Carlo samples of events. The

shift in the jet energy varies from 10% for the lowest PT jets to 3% for the higher PT jets and on average

is about 5%. The resulting shifts in the means of selected variables are shown in Tables XII, XIII for both

VECBOS and HERWIG tt.

The e�ect of any of the individual systematic errors on the Monte Carlo prediction for the expected mix

of VECBOS plus HERWIG tt is smaller than the statistical uncertainty in the data. For the Standard 3-jet

sample, which tests primarily the modeling of the background by VECBOS, the total uncertainty for jet

PT variables due to the systematic errors examined in this section are typically comparable to or slightly
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less than the statistical uncertainty in the data; the systematic uncertainty for other variables is smaller.

For the SVX b-tagged sample, which tests primarily the modeling of tt production by HERWIG, the total

systematic uncertainty for the jet PT variables is typically half of the statistical uncertainty in the data; the

systematic uncertainty for other variables is smaller. These systematic uncertainties are small enough to

allow a meaningful comparison between the Monte Carlo prediction and the data.

VIII. COMPARISON OF DISTRIBUTIONS

In the previous section it was shown that the means of the distributions agreed with the predictions

for the expected mixture of QCD background and tt. Figures 10-17 compare the shapes of the kinematic

distributions observed in the data with Monte Carlo predictions, again using VECBOS to model the QCD

background and HERWIG to model tt production. There is one �gure for each variable; the top two plots

in each �gure are for the Standard 3-jet sample and the bottom two plots are for the SVX b-tagged sample.

The plots on the left are di�erential plots showing the number of events versus the value of the variable.

The points with error bars are the data and the shaded area is the prediction for the expected mixture of

QCD background and tt. The Monte Carlo histograms are normalized to the number of observed events. In

general the data have the same shape as the shaded area.

The plots on the right are integral signi�cance plots. The horizontal axis is still the value of the variable,

but the vertical axis is the di�erence between the integral of the data above that point and the predicted

integral for a pure background sample divided by the statistical uncertainty in the integral of the data. These

integrals, when properly normalized, become the fraction of the events above the evaluation point and are

denoted as \Frac(data)" and \Frac(VECBOS)." The ordinate can be expressed in terms of these fractions:

Ordinate =
Frac(data)� Frac(VECBOS)

�

where

� =

s
(Frac(mix) + 1

N
)(1� Frac(mix) + 1

N
)

N
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\Frac(mix)" is the fraction of the expected mixture of VECBOS and HERWIG tt above the point being

plotted and N is the total number of events in the data sample. In the limit of large N, the expression for �

becomes the more familiar
p
Frac(mix)(1� Frac(mix))=N.

The solid points are the data and the shaded band shows the Monte Carlo prediction for the expected

mixture of VECBOS and HERWIG tt evaluated for a top quark mass of 175 GeV/c2. The width of the band

quanti�es the di�erence between the two Q2 scales for VECBOS of < PT >2 and M2
W
. The hatched band

is the equivalent prediction for a top quark mass of 185 GeV/c2. Deviations from the predicted behavior

are contained in the vertical di�erence between the data points and the bands; this di�erence is in units of

the statistical uncertainty in the data. The signi�cance of the di�erence between the data integral and the

prediction band is easily read o� of the plot for any value of the variable. Integral plots are sensitive to

the same di�erences in shape as the KS test and are useful when studying the tails of distributions where

statistics are low. Note that within integral plots there are large correlations between adjacent points.

Figures 10 and 11 show the distributions for PT(lepton) and 6ET. The predictions are similar for both

VECBOS and the expected mixture of VECBOS and HERWIG tt, but the data agree better with the latter

predictions. Figures 12 and 13 display the PT distributions for the highest PT jet and the third highest PT

jet. Figures 14 and 15 show PT(3) + PT(4) and H, both of which depend strongly on jet PT. For these

variables the data are consistent with the predictions for the expected mixture of VECBOS and HERWIG tt

and di�er by several � from the predictions for pure VECBOS. Figure 16 shows the Mass(W+4 jets) which

is a good approximation to the invariant mass of the tt system. This is a particularly interesting variable

in the context of non-standard model theories which postulate the existence of high mass tt resonances [8].

There is no indication in Figure 16 of extra production at high tt invariant masses. Figure 17 shows the

aplanarity, which has little dependence on top mass as evidenced by the consistency between the shaded and

hatched bands.

In order to be more quantitative in the comparisons, some standard statistical tests have been applied. For

each di�erential histogram, a �2 is calculated from the comparison of the distribution observed in the data

with the predicted one and the corresponding probability evaluated. This probability should be uniformly
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distributed between 0 and 1 if the predicted distribution is consistent with being the parent population for the

data. The �2 and corresponding probability are calculated using the binning that is shown in Figures 10-17

and with similar binning for those variables not accompanied by a plot.

In addition the KS test is used to determine the probabilities that the integral distributions of the data are

consistent with the predictions for the expected mixture of VECBOS and HERWIG tt. The KS test is done

using binned data with binning that is �ner than that shown in Figures 10-17 (typically 50-100 bins). The

binning causes the normally uniform probability distribution between 0 and 1 to be skewed to larger values

with an average probability between 0.6 and 0.65 depending on the sample size and the e�ective number of

bins.

Table XIV shows both the �2 and binned KS probabilities of the two data sets for a diverse set of 15

variables. The expected statistical uncertainty in the average probability using either test is slightly less

than 0.08 for 15 uncorrelated variables; however, correlations between similar variables in the same event

increase the expected statistical uncertainty in the average probability to about 0.10 for the speci�c set of

15 variables. For the 322 event Standard 3-jet sample, which is mostly non-tt background, the average �2

probability is 0.41 and the average KS probability is 0.50. Both averages are acceptable; they are 1.3 � or less

from their expected values of 0.50 and 0.63 respectively. For the 34 event SVX b-tagged sample the average

�2 probability is 0.56 and the average KS probability is 0.75. The larger values of these average probabilities

indicate good agreement with Monte Carlo predictions; they are 1.3 � or less from their expected values of

0.50 and 0.62 respectively. Since this sample is mostly tt, this is primarily a check that the standard model

correctly describes tt production.

IX. CONCLUSIONS

Monte Carlo generators for tt production were examined for consistency with particular attention paid to

the e�ects of gluon radiation. Kinematic distributions of simulated events corrected for detector response

were in good agreement for HERWIG and PYTHIA, both of which implement color coherence in parton

showers. Di�erences were apparent in the ISAJET predictions for variables expected to be sensitive to gluon
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radiation. The sizes of the dominant components in the data, the QCD W=Z + jets background and the

tt signal, were determined from the b-tagging e�ciencies for each and the b-tagging rates observed in the

data. Small rates or similarities in the other background components indicated that the VECBOS W + jets

generator was suitable for modeling the kinematic characteristics of all the background. Individual kinematic

variables were examined for sensitivity to the top quark mass and their utility in discriminating between tt

and the QCD background.

Using HERWIG to simulate standard model tt production and VECBOS to describe the background,

kinematic distributions in the data were compared to Monte Carlo predictions using both plots and standard

statistical tests. The selection of variables was chosen to be sensitive to di�erent aspects of tt production.

These included the PT of the higher PT jets, the lower PT jets, the b-tagged jets, the leptons, and sums of

these. Other variables were the Mass(W+4 jets) which contains longitudinal energy, shape variables such

as aplanarity, centrality variables such as cos(��)max, and variables sensitive to the separation of jets. The

Monte Carlo predictions used the measured value of the top quark mass and the tt fractions determined

from b-tagging and background studies. Since the 322 event Standard 3-jet sample is only 20% tt, the

comparison for it primarily shows the accuracy with which the background is modeled by VECBOS; the

data are consistent with the Monte Carlo predictions. The 34 event SVX b-tagged sample, which is 75% tt,

primarily tests the accuracy of the HERWIG tt generator. The agreement between the SVX b-tagged data

and Monte Carlo predictions indicates that the standard model leading order tt matrix element with color

coherent parton shower evolution reproduces the data well.
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TABLE I. Data Sets

Name Cuts Events Background

Standard 3-jet 3 Jets ET > 15 GeV 322 80% � 4%
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j � j < 2.

SVX b-tagged 3 Jets ET > 15 GeV 34 25% � 5%

j � j < 2.

� 1 Jet tagged in SVX
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TABLE II. Kinematic Energy Variables

Variable De�nition

PT(lepton) The transverse momentum of the highest PT charged lepton in the event.

6ET The missing transverse energy in the event. It is corrected for �'s above 10 GeV and

includes the jet energy correction for all jets with observed ET � 10 GeV. Unclustered

energy is scaled by a factor of 1.6.

PT(1) The corrected transverse momentum for the highest ET jet in the event.

H The scalar sum of the corrected missing transverse energy, the transverse momentum of

the charged lepton, and the transverse momentum of jets with j � j < 2.4 and observed

ET > 8 GeV.

Mass(W+ 4 jets) The invariant mass of the W that decays leptonically plus the 4 highest ET jets. The

minimum jPz j solution for the neutrino is chosen. If there is no solution with the W mass

less than 82 GeV, the magnitude of the neutrino PT is reduced until a W mass solution

of 82 GeV is obtained. This variable is a good approximation to the mass of the tt system

and is sensitive to longitudinal momentum.

Min Mass(jj) The minimum di-jet mass.

�PT(jet) The sum of the transverse momenta of jets with j � j < 2.4 and observed ET > 8 GeV.
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TABLE III. Kinematic Angular Variables

Variable De�nition

Circularity The circularity axis of an event is de�ned in the transverse plane, using the direction along

which the sum of the squares of the projected transverse momentum is minimal. This sum

when properly normalized is called the circularity. The circularity is also known as the

transverse sphericity.

Aplanarity The aplanarity is calculated using the 3-momenta of the leptonic W (using the minimum

jPz j solution for the neutrino) and of the 5 highest ET jets with uncorrected ET > 8

GeV and j � j < 2.4. The plane with the highest �P2 is determined and the aplanarity is

de�ned as: 1:5� �P2(out� of � the� plane)=�P2(total)

�RJJ(min) The minimum separation in �-� space between jets.

�Rmin
JJ Pmin

T /PT(lepton) This is �RJJ(min) times the PT of the lowest PT jet in the jet pair determining �RJJ(min)

divided by PT(lepton).

�PZ=�PT The sum of the jPZ j for the leptonic W and �rst 4 jets divided by the sum of the PT of

the same objects. The minimum jPZ j neutrino solution is used.

cos(�?)max The maximum cos(�?) of the 3 highest ET jets when transformed to the center of mass

of the leptonic W and 4 highest ET jets. The angle �? is de�ned relative to the average

direction of the p and p in the center of mass.
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TABLE IV. The simulated mean of a kinematic variable for tt events was determined for di�erent top masses.

This table show the result of a linear �t to these means evaluated at a top mass of 175 GeV/c2 for the three Monte

Carlo programs. The units for the momentum variables are GeV/c.

Variable HERWIG PYTHIA ISAJET

PT(electron) 54.2 � 0.2 55.0 � 0.2 55.3 � 0.3

PT(muon) 57.8 � 0.2 59.1 � 0.3 58.4 � 0.4

6ET 65.7 � 0.2 65.7 � 0.2 69.1 � 0.3

PT(1) 97.9 � 0.2 99.0 � 0.2 98.2 � 0.3

PT(2) 67.2 � 0.1 67.8 � 0.1 66.5 � 0.2

PT(3) 46.4 � 0.1 46.7 � 0.1 46.1 � 0.2

H 365.8 � 0.4 368.2 � 0.5 373.5 � 0.9

PT(3) + PT(4) 71.2 � 0.1 71.2 � 0.2 71.9 � 0.3

Mass(W + 4 jets) 433.6 � 0.5 434.5 � 0.6 428.4 � 0.9

�max 1.088 � 0.002 1.085 � 0.003 1.043 � 0.004

Circularity 0.386 � 0.002 0.384 � 0.002 0.378 � 0.002

Aplanarity 0.0957 � 0.0004 0.0949 � 0.0003 0.0963 � 0.0006
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TABLE V. The simulated rms of a kinematic variable for tt events was determined for di�ferent top masses. This

table shows the result of a linear �t to these rms's evaluated at a top mass of 175 GeV/c2 for the three Monte Carlo

programs. The units for the momentum variables are GeV/c.

Variable HERWIG PYTHIA ISAJET

PT(electron) 28.1 � 0.2 28.1 � 0.2 28.7 � 0.2

PT(muon) 31.7 � 0.2 32.7 � 0.3 32.0 � 0.2

6ET 35.9 � 0.2 36.6 � 0.2 37.9 � 0.2

PT(1) 34.7 � 0.2 35.8 � 0.2 36.8 � 0.2

PT(2) 24.4 � 0.1 25.1 � 0.1 25.5 � 0.1

PT(3) 16.4 � 0.1 16.7 � 0.1 16.9 � 0.1

H 90.4 � 0.4 94.0 � 0.5 97.5 � 0.5

PT(3) + PT(4) 26.9 � 0.1 27.2 � 0.2 28.1 � 0.1

Mass(W + 4 jets) 101.0 � 0.5 102.8 � 0.6 104.9 � 0.5

�max 0.450 � 0.002 0.451 � 0.003 0.448 � 0.002

Circularity 0.224 � 0.002 0.222 � 0.002 0.222 � 0.002

Aplanarity 0.0698 � 0.0004 0.0687 � 0.0004 0.0696 � 0.004
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TABLE VI. This table is a comparison of the simulated means for the Standard 3-jet and SVX b-tagged data sets.

The means for both samples using HERWIG tt events evaluated at a top mass of 175 GeV/c2 are shown. The units

for the momentum variables are GeV/c.

Variable HERWIG HERWIG(b-tag)

PT(electron) 54.2 � 0.2 54.3 � 0.3

PT(muon) 57.8 � 0.2 57.8 � 0.3

6ET 65.7 � 0.2 65.5 � 0.3

PT(1) 97.9 � 0.2 99.6 � 0.2

PT(2) 67.2 � 0.1 69.3 � 0.2

PT(3) 46.4 � 0.1 47.8 � 0.1

H = PT(lepton) + 6ET + �PT(jet) 365.8 � 0.4 371.6 � 0.6

PT(3) + PT(4) 71.2 � 0.1 73.3 � 0.2

Mass(W + 4 jets) 433.6 � 0.5 435.7 � 0.7

�max 1.088 � 0.002 1.040 � 0.003

Circularity 0.386 � 0.002 0.394 � 0.002

Aplanarity 0.0957 � 0.0004 0.0986 � 0.0005
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TABLE VII. rms/slope for the energy variables using �ts to HERWIG tt events evaluated at a top mass of 175

GeV/c2.

�Mtop �
1p
N

�
rms
slope

�

Variable rms
slope

(GeV/c2)

PT(electron) 184. � 14.

PT(muon) 187. � 18.

6ET 167. � 9.

PT(1) 66. � 1.

PT(2) 72. � 1.

PT(3) 87. � 2.

H(� PT) 57. � 1.

PT(2) + PT(3) 68. � 1.

PT(3) + PT(4) 91. � 2.

Mass(W + 4 jets) 57. � 1.
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TABLE VIII. The table compares di�erent tt generators with PYTHIA using the KS (Kolmogorov-Smirnov)

probabilities for several kinematic variables.

KS Test Probabilities with PYTHIA

Variable HERWIG ISAJET PYTHIA (no ISR) PYTHIA (no FSR)

PT(lepton) 0.808 0.052 0.629 0.115

6ET 0.141 0.023 0.054 0.771

PT(W leptonic) 0.048 0.267 0.031 0.147

PT(1) 0.013 0.690 0.022 0.000

PT(2) 0.872 0.033 0.281 0.000

PT(3) 0.538 0.150 0.014 0.000

Min Mass(jj) 0.933 0.034 0.313 0.000

H 0.086 0.332 0.000 0.000

PT(3) + PT(4) 0.343 0.560 0.000 0.000

Mass(W + 4 jets) 0.996 0.116 0.000 0.000

�PZ/�PT 0.756 0.002 0.003 0.180

cos(�?)max 0.676 0.056 0.208 0.300

Circularity 0.037 0.103 0.934 0.006

Aplanarity 0.193 0.940 0.193 0.008

�Rmin
JJ *Pmin

T /PT(lepton) 0.918 0.094 0.802 0.000

Average 0.49 0.23 0.23 0.10
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TABLE IX. The table shows the predictions for the di�erent generators of the fraction of the SVX b-tagged sample

with both a fourth and �fth jet with observed ET > 8 GeV and j � j < 2.4. The �nal column shows the expected

number of events for the observed SVX b-tagged sample size of 34.

Monte Carlo Predictions for Fraction of Events with 5 Jets

Monte Carlo tt (tt + VECBOS) Expected number of events

ISAJET 0.445 0.370 12.6

HERWIG 0.359 0.305 10.4

PYTHIA 0.332 0.285 9.7

PYTHIA (no ISR) 0.196 0.183 6.2

PYTHIA (no FSR) 0.175 0.167 5.7

PYTHIA (no FSR + no ISR) 0.003 0.038 1.3
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TABLE X. The mean of the data and its error are given for several variables in the third column. The means for

the QCD background (VECBOS) and tt (HERWIG with a top mass of 175 GeV/c2) are shown in the second and

fourth columns. Momentum variables are in units of GeV/c.

Luminosity = 109 pb�1

Means for 322 Standard 3-jet sample

Variable VECBOS DATA TOP 175

PT(electron) 49.9 50.7 � 2.0 54.4

6ET 52.8 54.4 � 1.8 65.4

PT(W ! e �) 73.6 74.2 � 2.6 91.6

PT(1) 75.0 76.1 � 2.1 98.0

PT(2) 47.8 51.9 � 1.3 67.3

PT(3) 33.2 36.2 � 0.7 46.4

Min Mass(jj) 46.1 50.1 � 1.5 59.5

�PT(jet) 168.1 180.7 � 4.0 243.2

H = PT(lepton) + 6ET + �PT(jet) 273.9 289.0 � 5.2 365.9

PT(2) + PT(3) 80.9 88.1 � 1.8 113.3

PT(3) + PT(4) 44.4 49.3 � 1.3 71.2

Mass(W + 4 jets) 365.0 372.1 � 6.4 433.9

�PZ/�PT 0.948 0.927 � 0.024 0.732

cos(�?)max 0.752 0.728 � 0.010 0.673

Circularity 0.327 0.337 � 0.013 0.391

Aplanarity 0.058 0.068 � 0.003 0.095

�Rmin
JJ Pmin

T /PT(lepton) 0.606 0.658 � 0.028 0.743
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TABLE XI. The mean of the data and its error are given for several variables in the third column. The means for

the QCD background (VECBOS) and tt (HERWIG with a top mass of 175 GeV/c2) are shown in the second and

fourth columns. Momentum variables are in units of GeV/c.

Luminosity = 109 pb�1

Means for 34 SVX b-tagged sample

Variable VECBOS DATA TOP 175

PT(electron) 51.0 55.0 � 6.9 54.2

6ET 53.9 69.7 � 6.0 64.9

PT(W ! e �) 76.4 93.2 � 8.3 90.6

PT(1) 76.6 89.0 � 6.2 99.9

PT(2) 49.6 65.1 � 4.4 69.7

PT(3) 34.3 44.5 � 2.9 48.0

Pb�jet
T (jet) 53.3 74.0 � 6.0 80.0

Min Mass(jj) 45.6 59.1 � 4.5 60.6

H = PT(lepton) + 6ET + �PT(jet) 281.4 349.1 � 16.7 371.5

PT(2) + PT(3) 83.8 109.6 � 6.4 117.0

PT(3) + PT(4) 46.6 65.0 � 4.9 73.6

Mass(W + 4 jets) 365.8 413.8 � 18.5 437.5

�PZ/�PT 0.869 0.676 � 0.059 0.707

cos(�?)max 0.731 0.687 � 0.032 0.660

Circularity 0.325 0.381 � 0.039 0.395

Aplanarity 0.062 0.101 � 0.012 0.099

�Rmin
JJ Pmin

T /PT(lepton) 0.589 0.698 � 0.097 0.754
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TABLE XII. The means and their principal systematic uncertainties are shown for the QCD background (VEC-

BOS) and tt (HERWIG with a top mass of 175 GeV/c2). The uncertainties shown for VECBOS are due to the Q2

scale and jet energy scale systematics. The uncertainties for tt are due to uncertainty in the top mass and the jet

energy scale systematics. Momentum variables are in units of GeV/c.

Means for 322 Standard 3-jet sample

Variable VECBOS�Q2scale�Escale tt�mass�Escale

PT(electron) 49.9 � 0.0 � 0.3 54.4 � 0.8 � 0.1

6ET 52.8 � 0.0 � 1.2 65.4 � 1.2 � 0.4

PT(W ! e �) 73.6 � 0.8 � 2.1 91.6 � 2.4 � 0.8

PT(1) 75.0 � 1.1 � 0.5 98.0 � 2.4 � 3.1

PT(2) 47.8 � 1.2 � 0.3 67.3 � 1.6 � 2.0

PT(3) 33.2 � 0.5 � 0.2 46.4 � 1.0 � 1.3

Min Mass(jj) 46.1� 0.6 � 0.5 59.5 � 1.2 � 1.3

�PT(jet) 168.1 � 3.2 � 1.7 243.2 � 5.8 � 8.4

H = PT(lepton) + 6ET + �PT(jet) 273.9 � 2.8 � 0.2 365.9 � 7.8 � 7.9

PT(2) + PT(3) 80.9 � 1.6 � 0.4 113.3 � 2.5 � 3.2

PT(3) + PT(4) 44.4 � 0.7 � 0.8 71.2 � 1.5 � 2.5

Mass(W + 4 jets) 365.0 � 0.4 � 1.8 433.9 � 8.3 � 9.7

�PZ/�PT 0.948 � 0.001 � 0.014 0.732 � 0.006 � 0.006

cos(�?)max 0.752 � 0.004 � 0.003 0.673 � 0.000 � 0.003

Circularity 0.327 � 0.001 � 0.002 0.391 � 0.002 � 0.000

Aplanarity 0.058 � 0.000 � 0.000 0.095 � 0.000 � 0.001

�Rmin
JJ Pmin

T /PT(lepton) 0.606 � 0.002 � 0.004 0.743 � 0.004 � 0.016
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TABLE XIII. The means and their principal systematic uncertainties are shown for the QCD background (VEC-

BOS) and tt (HERWIG with a top mass of 175 GeV/c2). The uncertainties shown for VECBOS are due to the Q2

scale and jet energy scale systematics. The uncertainties for tt are due to uncertainty in the top mass and the jet

energy scale systematics. Momentum variables are in units of GeV/c.

Means for 34 SVX b-tagged sample

Variable VECBOS�Q2scale�Escale tt�mass�Escale

PT(electron) 51.0 � 0.2 � 0.1 54.2 � 0.8 � 0.0

6ET 53.9 � 0.9 � 1.0 64.9 � 1.4 � 0.4

PT(W ! e �) 76.4 � 1.9 � 1.4 90.6 � 3.0 � 0.7

PT(1) 76.6 � 1.2 � 0.8 99.9 � 2.2 � 3.3

PT(2) 49.6 � 1.1 � 0.6 69.7 � 1.2 � 2.1

PT(3) 34.3 � 0.6 � 0.3 48.0 � 0.7 � 1.4

Pb�tag
T (jet) 53.3 � 0.9 � 1.7 80.0 � 2.3 � 2.7

Min Mass(jj) 45.6 � 1.1 � 0.4 60.6 � 0.9 � 1.6

H = PT(lepton) + 6ET + �PT(jet) 281.4 � 2.1 � 1.0 371.5 � 7.4 � 8.3

PT(2) + PT(3) 83.8 � 1.7 � 0.8 117.0 � 1.7 � 3.4

PT(3) + PT(4) 46.6 � 0.7 � 1.0 73.6 � 1.0 � 2.6

Mass(W + 4 jets) 365.8 � 1.0 � 2.9 437.5 � 6.3 � 10.1

�PZ/�PT 0.869 � 0.009 � 0.008 0.707 � .011 � 0.005

cos(�?)max 0.731� 0.002 � 0.004 0.660 � 0.001 � 0.003

Circularity 0.325 � 0.001 � 0.004 0.395 � 0.003 � 0.001

Aplanarity 0.062 � 0.001 � 0.001 0.099 � 0.000 � 0.001

�Rmin
JJ Pmin

T /PT(lepton) 0.589 � 0.008 � 0.001 0.754 � 0.006 � 0.020
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TABLE XIV. The table gives the �2 probabilities and KS (Kolmogorov-Smirnov) probabilities from a comparison

of the data to the Monte Carlo predictions as shown in the distribution plots. Columns 2 and 3 are for the 322 event

Standard 3-jet sample and columns 4 and 5 are for the 34 event SVX b-tagged sample.

Top mass for Monte Carlo = 175 GeV/c2

Variable �2 (Probability) KS (Probability) �2 (Probability) KS (Probability)

W + 3 Jet W + 3 Jet SVX b-tag SVX b-tag

PT(lepton) 0.68 0.59 0.99 0.95

6ET 0.70 0.93 0.22 0.19

PT(W leptonic) 0.45 0.72 0.73 0.88

PT(1) 0.52 0.06 0.37 0.54

PT(2) 0.40 0.80 0.60 0.69

PT(3) 0.58 0.97 0.30 0.94

Min Mass(jj) 0.26 0.75 0.08 0.56

H 0.12 0.10 0.99 1.00

PT(3) + PT(4) 0.56 0.40 0.59 0.94

Mass(W + 4 jets) 0.02 0.04 0.95 0.97

�PZ/�PT 0.12 0.12 0.47 0.49

cos(�?)max 0.59 0.37 0.37 0.55

Circularity 0.32 0.48 0.66 0.93

Aplanarity 0.13 0.68 0.29 0.58

�Rmin
JJ *Pmin

T /PT(lepton) 0.76 0.50 0.86 0.98

Average 0.41 0.50 0.56 0.75
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Standard 3-jet Data Set SVX b-tagged Data Set

tt
–

W/Z+jets

non-W/Z

Miscellany

tt
–

W/Z+jets

non-W/Z

Miscellany

FIG. 1. The �gure shows the fractions of tt signal and backgrounds for the two data sets. The background

categories are QCD W=Z + jets, non-W=Z, and Miscellany.
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FIG. 2. The means of four variables for simulated tt events versus the value of top mass. The solid circles are the

values for HERWIG and the open circles for PYTHIA. The solid lines are the result of a linear �t to the points for
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(VECBOS) versus the value of top mass. Signi�cance is de�ned as (Mean(tt) - Mean(QCD background))/rms(QCD

background). The solid circles are the values for HERWIG and the open circles for PYTHIA. The solid lines are the

result of a linear �t to the points for HERWIG, the dashed lines for PYTHIA, and the dotted lines for ISAJET.
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tt fraction. The data points are plotted with statistical error bars at a top mass of 175 GeV=c2; the solid squares

represent the mean of the Standard 3-jet sample and the open squares the SVX b-tagged sample.



45

0

200

400

600

0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5

0

200

400

600

0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5

0

2

4

6

8

0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5

Monte Carlo tt
–
 Generators

  ∆Rjj(min)  --   SVX  b-tagged  Sample

shaded   PYTHIA

solid line HERWIG

dashed   ISAJET

PYTHIA tt
–
 Gluon Radiation Options

shaded    Nominal

solid line  No FSR

dashed    No ISR

E
ve

nt
s 

/ 0
.1

25

Monte Carlo Predictions with Data

points     Data
shaded   tt

–
+QCD bkg.

dashed   QCD bkg.

FIG. 5. Distributions of minimum jet-jet separation for gluon radiation studies. The top plot shows the predictions
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The bottom plot compares the data (solid points with error bars) to predictions for the expected mixture of tt and

QCD background and QCD background alone.
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background and QCD background alone.
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FIG. 7. Example plot for the graphical comparison of the data mean to simulated means. The data and its
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graphically represents the mean for 100% QCD background (VECBOS) and the tick at the right end of the line the

mean for 100% tt (HERWIG with a top mass of 175 GeV/c2).
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FIG. 10. Comparison of the data with Monte Carlo predictions for PT(lepton). Di�erential plots are on the left;

the solid points with error bars are the data and the histograms are the Monte Carlo predictions normalized to the

data. The integral signi�cance plots are on the right; the data are the solid points. The shaded band is the prediction
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FIG. 12. Comparison of the data with Monte Carlo predictions for PT(1). Di�erential plots are on the left; the

solid points with error bars are the data and the histograms are the Monte Carlo predictions normalized to the data.
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FIG. 13. Comparison of the data with Monte Carlo predictions for PT(3). Di�erential plots are on the left; the

solid points with error bars are the data and the histograms are the Monte Carlo predictions normalized to the data.
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A data point one vertical unit from the shaded band corresponds to a one � deviation.
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FIG. 14. Comparison of the data with Monte Carlo predictions for PT(3) + PT(4). Di�erential plots are on the

left; the solid points with error bars are the data and the histograms are the Monte Carlo predictions normalized
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FIG. 16. Comparison of the data with Monte Carlo predictions for Mass(W + 4 Jets). Di�erential plots are on

the left; the solid points with error bars are the data and the histograms are the Monte Carlo predictions normalized

to the data. The integral signi�cance plots are on the right; the data are the solid points. The shaded band is
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equivalent for 185 GeV/c2 top. The width of the bands represent the uncertainty in the QCD background due to Q2
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FIG. 17. Comparison of the data with Monte Carlo predictions for the aplanarity. Di�erential plots are on the left;

the solid points with error bars are the data and the histograms are the Monte Carlo predictions normalized to the

data. The integral signi�cance plots are on the right; the data are the solid points. The shaded band is the prediction

for the expected mixture of tt and QCD background for 175 GeV/c2 top; the hatched band is the equivalent for 185

GeV/c2 top. The width of the bands represent the uncertainty in the QCD background due to Q2 scale variations.

A data point one vertical unit from the shaded band corresponds to a one � deviation.


